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Computational Frameworks  
for Human Care

Brian Christian

Some of the earliest science-fiction literature to imagine humans’ long-term relation- 
ship with machines portrayed technology as a kind of caregiver for humans. The 
retrofuturist vision of machine care is poised to become reality, as the world of the 
2020s is experiencing both incredible advances in AI technology as well as demo-
graphic changes that, together, make such systems seem at once possible and neces-
sary. Tracing the key themes from our literary and cultural imagination and fram-
ing them against the technical progress in the field of AI alignment reveals insights 
and lessons for us as we approach the prospect of bringing certain forms of compu-
tational care to life. In so doing, they provide not only practical guidance but also 
give us an opportunity to sharpen our intuitions about the nature of human care 
itself.

In 1909, E. M. Forster published his uncannily prescient story “The Machine 
Stops,” portraying a future in which humans live solitary lives in small apart-
ments, interacting with one another holographically, all of their needs for 

food and sleep provided by the “Machine.”1

The Machine has an operating manual, called the book of the Machine. “If she 
was hot or cold or dyspeptic or at a loss for a word,” Forster explains of the main 
character, Vashti, “she went to the book, and it told her which button to press.” 
Sometimes even this minimal effort is not required. At one point during a video 
call with her son, Vashti says she is feeling unwell: “Immediately an enormous 
apparatus fell on to her out of the ceiling, a thermometer was automatically laid 
upon her heart. She lay powerless. Cool pads soothed her forehead. . . . Vashti drank 
the medicine that the doctor projected into her mouth, and the machinery retired 
into the ceiling.”

Not only does the Machine embody a certain form of caregiving–admittedly a 
sometimes overzealous one–but Forster is explicit that it has supplanted human 
forms of care. “‘Parents, duties of,’ said the book of the Machine, ‘cease at the mo-
ment of birth.’”

It is striking how central the theme of mechanical caregiving is to the fictive  
imagination of humans’ technological future. Fast-forwarding to the mid-twentieth  
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century–the Golden Age of Science Fiction that accompanied, rather than antic-
ipated, the birth of the computer–we see a similar vision. In Ray Bradbury’s clas-
sic 1950 story “The Veldt,” we meet the Hadley family, who live in a “Happylife 
Home . . . which clothed and fed and rocked them to sleep and played and sang and 
was good to them.”2 (Something in the breathless polysyndeton suggests a kind  
of inexhaustibility that is, in fact, exhausting.) We see how the house itself has tak-
en over the managing of all domestic activities; we see the mother, Lydia, watch-
ing “the stove busy humming to itself, making supper for four.”3

Indeed, the house has supplanted the parents’ care, not only for their children, 
but also for each other: “The house is wife and mother now, and nursemaid.”4 
The gendered language here is striking; it feminizes the Home while reflecting 
now-dated 1950s norms, and in doing so suggests something very particular about 
the house. It hasn’t supplanted the need for an economically productive breadwin-
ner (on the contrary, Bradbury emphasizes its monetary cost), but it has replaced 
human labor in its myriad other, non-GDP-denominated senses: foremost, care.

By the late 1960s, the world had entered the era of manned spaceflight, and the 
poet Richard Brautigan, as a writer-in-residence at Caltech, wrote memorably of 
“a cybernetic ecology / where we are free of our labors / [ . . . ] / and all watched 
over / by machines of loving grace.”5 Part of the poem’s lasting appeal is its in-
scrutable tone: Is it earnest? Ironic? Sinister? It resonates all the more for this 
ambiguity, which speaks to our own ambivalence about what the long-term future 
holds, and even what it should.

But this vision of AI as the ultimate caregiver for humankind is–critically–
hardly exclusive to the arts. Rather, the idea of machine caregiving has been a guid-
ing light for the field of artificial intelligence itself. Caregiving is often cited as part 
of the teleology of AI: one of the canonical use cases of intelligent machines, one 
of the primary things that intelligent machines are for. As the field has progressed, 
particularly with the resurgence of artificial neural networks since 2012 and the 
rise of large language models (LLMs) since 2019, a version of this goal is starting 
to come within reach. Meanwhile, demographic changes are leading to a critical 
shortfall in caregivers, a shortfall that political leaders view as impossible for hu-
man labor to fill. Supply and demand, in other words, are poised to meet.6

An authoritative accounting of this progression is beyond the scope of this essay, 
but a somewhat arbitrary sample is sufficient to indicate its size, shape, and veloc-
ity: “The biggest argument for robot caregivers,” argued gerontologist and author 
Louise Aronson in a New York Times op-ed in 2014, “is that we need them. We do 
not have anywhere near enough human caregivers for the growing number of old-
er Americans.”7 In 2015, a Canadian long-term care facility began a pilot program 
with a robot that could play bingo with residents.8 By 2017, 59 percent of Ameri-
cans viewed the idea of robot caregivers as “realistic.”9 In 2018, the government of  
Japan was predicting a shortfall of 370,000 caregivers by the year 2025 and had al-
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ready spent over $300 million in research funding toward care robots.10 In early 
2022, a series of nursing homes in Minnesota, beginning with the Estates of Rose-
ville, began introducing care robots for patients with Alzheimer’s and dementia.11 
Later that year, the U.S. National Institutes of Health awarded a $2.8 million grant to 
researchers at the University of New Hampshire to research care robots.12 In 2023, 
The New York Times reported on a pilot program for deploying robots in both care 
facilities and individual homes in “Italy’s most innovative region for elder care.”13

Meanwhile, as the frontier of AI capabilities has been dramatically advancing 
over the past ten to fifteen years, we are seeing the AI-research community engage 
more and more explicitly with normative questions of ethics, safety, and control: 
in particular, how to impart human values into AI systems in the kind of numer-
ical form that a machine-learning system can understand and pursue. This ques-
tion has come to be known as “the alignment problem,” and its corresponding 
subfield of AI research has come to be known as “AI alignment.”14

To what extent does the conceptual structure used by the alignment research 
community resemble a notion of care that might be recognizable to another field?

Though the subject of caregiving seems at a glance to be quite disparate from 
the field of artificial intelligence, the two were bound together from before the 
birth of the computer and are in an ever-closer relationship now. So let me begin 
by unpacking the actual computational mechanisms of the systems being built 
and deployed today. What we will find is that as the computational techniques 
for designing and training AI systems change, so does the implied relationship be-
tween the system and its designer or user. Furthermore, not only is this relation-
ship evolving, but it is moving toward a computational articulation of a caregiving 
relationship. Progress in that direction is considerable–but the differences and 
gaps are just as striking.

Contemporary AI systems are rooted in a branch of computer science 
known as reinforcement learning (RL), which began in the late 1970s and 
early 1980s. RL itself draws heavily from the behaviorist tradition in psy-

chology and is concerned with the maximization of numerical “rewards.”15 In the 
RL conception, an “agent” exists in an “environment” and learns a “policy” for 
taking actions that transition it within “states” of that environment. Typically, 
the agent begins with a randomized policy and learns through some form of trial 
and error to take actions that maximize the expected value (or discounted expect-
ed value) of future rewards. Fundamental to this conception is the “reward func-
tion,” which is a mapping of combinations of states and actions to scalar-valued 
rewards. In effect, the system treats its environment as a kind of video game in 
which it is trying to score points.

The RL framework has been responsible for a number of signature successes in 
the field of AI, perhaps most notably, and fittingly, in game-playing itself: RL sys-
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tems came to master the game of backgammon in the 1990s and the game of Go in 
the 2010s, culminating in the defeat by DeepMind’s AlphaGo system of legendary 
Go champion Lee Sedol in 2016, followed by the number-one-rated Go player at 
the time, Ke Jie, in 2017.16

RL takes the problem of directly writing code to pursue a person’s objectives 
with the problem of writing a reward function that will incentivize an agent to do 
what they want. It thus frames the human as a “reward designer,” and the rela-
tionship it imagines, and engenders, is of a superior creating incentives and a sub-
ordinate following them. It is up to the human to express their desires or needs as a 
mathematical object–the reward function–and to design reward functions that 
fully capture those desires.

In practice, reward design is very challenging, and RL researchers are accus-
tomed to discovering, time and again, that their system is exploiting some loop-
hole in their specified reward function: namely, doing what they asked for, but 
not what they meant. For instance, in their graduate student days in the 1990s,  
Google’s David Andre and Astro Teller built an RL system to play soccer, and in 
order to incentivize the system to learn how to score goals, they gave it an incen-
tive–worth a fraction of a goal–for taking possession of the ball. The system 
learned to approach the ball, vibrate its paddle, and “take possession” of the ball 
many times per second.17 In 2016, OpenAI researcher Dario Amodei was training 
an RL agent to play a boat racing game called Coast Runners; as it would be too 
complex to directly encode a notion of track position, laps, and placement rela-
tive to the other boats, he gave it the more straightforward objective of maximiz-
ing in-game points. Amodei believed this would correspond to good racing, but 
the system learned to quickly veer off of the track into a harbor that contained a 
replenishing supply of power-up items, where it would drive in haphazard circles, 
forever.18 These examples are par for the course in RL and are a significant part of 
why the AI-safety community has come to view RL as dangerous. 

It’s also worth reflecting on the role of incentives in a care relationship. Parent-
ing, for instance, does involve a lot of incentive design, both consciously and un-
consciously–and it even has some of the same failure modes. Economist Joshua  
Gans decided to give his daughter a dollar every time she helped her younger 
brother use the toilet; he soon discovered she was force-feeding her sibling water 
in order to make as much money as possible.19 Cognitive scientist Tom Griffiths 
praised his daughter for sweeping up crumbs with a brush and dustpan; she then 
dumped the dustpan out onto the floor, in order to sweep them up again and get a 
second helping of praise.20 These are, at the mathematical level, essentially iden-
tical to the “reward cycles” of the soccer robot and the boat above. Notice, how-
ever, that in parenting, it is the caregiver who designs the reward structures, and 
when they do, it is generally a short-term choice that serves their broader aims. It 
is a tactic, in other words, not a strategy–and certainly not the foundation of care.
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We have seen how manually designing a reward function can lead to 
loopholes and unexpected behavior, but this is not the only drawback 
of reinforcement learning. What is the reward function that best cor-

responds to winning a boat race? Or keeping a home tidy? For all its successes, RL 
does not offer us a way forward in the cases in which we cannot easily formulate 
an explicit mathematical representation of the behavior we want.

The next major step forward for the field of AI, around the turn of the millenni-
um, was to turn the discovery of a proper reward function for a task into–itself–a 
problem for the machine to solve. From this insight came the technique known as 
inverse reinforcement learning (IRL). If a reinforcement-learning agent is tasked 
with finding the right set of behaviors (the right “policy”) to maximize a given 
reward function, then inverse reinforcement learning goes the other direction: 
given a policy–in this case, observations of human behavior–can the agent in-
fer the reward function the human appears to be pursuing?21 If so, then the agent 
can adopt that reward function as its own (and use standard RL to translate that 
reward incentive into actions of its own).

By the late 2000s, this idea had proven itself in a series of successes, perhaps 
most dramatically the “Stanford helicopter” work by a team of computer scien-
tists including then doctoral student Pieter Abbeel and his advisor Andrew Ng to 
design a radio-controlled (RC) helicopter that would train itself to perform com-
plex autonomous stunts. It would do this by observing demonstrations provid-
ed by human RC pilots and then inferring numerical “reward models” to capture 
what those pilots were attempting to do. In other words, it would turn stunts into 
math. Having a numerical description of a given stunt, it could then use standard 
RL techniques to learn the set of actual behaviors–the torques and accelerations 
and corrections–that would enable it to perform that stunt.22 Subsequent work 
has shown AI systems capable of inferring numerical reward functions to describe 
everything from taxi-driving to the act of putting dishes in a dish rack.23 Again, 
this makes for a significant extension of AI–into domains where we can directly 
show what behavior we want without needing to specify it in numerical terms.

There are fundamental connections between the computer-science literature 
on IRL and various concepts in developmental cognition that suggest that we hu-
mans have some kind of innate “IRL” capacity and drive. For instance, psychol-
ogist Felix Warneken studies the developmental roots of altruism, cooperation, 
and helping behavior in humans, and has demonstrated quite strikingly that hu-
mans possess an intrinsic ability to infer the goals of others and desire to help oth-
ers achieve those goals. Children as young as eighteen months of age can, for ex-
ample, observe an adult trying to pick something up out of reach or open a door 
with their hands full, and the children will spontaneously help.24 (Notably, this is 
multiple years before they are able to pass the “Sally–Anne test,” which suggests 
that inferring others’ goals happens significantly earlier in development than in-
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ferring their beliefs.)25 The instinctive human helping behavior also, even by eigh-
teen months, appears to exceed the capacities of our nearest primate kin.26 So it 
would seem that this impressive ability to infer others’ goals, and the correspond-
ing drive to pitch in, is more or less hardwired and nearly unique among the ani-
mal kingdom.

IRL transforms the implicit relationship of human and machine once again: 
from manager and subordinate to something more like teacher and apprentice.27 
Here we begin to see certain aspects of caregiving beginning to formally enter into 
the technical AI research literature. An IRL system, as we’ve seen, rather than be-
ing handed an explicit objective, begins by observing its human user, then infers 
the objective the human appears to be pursuing, and finally adopts that inferred 
objective as its own. There are echoes here of several of the other essays in this vol-
ume. For instance, Eric Schwitzgebel discusses the idea of our concern for others 
as being rooted in an empathic reaction of coming “to want or loathe what they 
want or loathe.”28 Ashley J. Thomas and colleagues describe how aspects of the 
relationship between a carer’s goals and the cared-for person’s goals can repre-
sent a reversal of a normal power relationship: namely, instead of the more pow-
erful and capable individual subordinating the other to carry out their own goals, 
they do the opposite and assign the goals of the less capable, cared-for person to 
themselves.29

This is indeed an important dimension of care, and IRL does seem to capture 
aspects of a caregiving relationship. There are nontrivial technical challenges, to 
be sure: for instance, “indexical” issues where we must take care that the AI sys-
tem has the correct frame of reference when inferring the reward function to pur-
sue. If it sees me reaching for a coffee cup, it should pursue the reward function for 
getting me the coffee, not obtaining the coffee for itself.30 Handled correctly, the 
IRL framework allows us to imagine a domestic robot, for example, that can do 
approximately what an eighteen-month-old can do: see us reaching for an object 
beyond our grasp and hand it to us, or see us approaching a door with our hands 
full and open the door. In elder care, we could imagine such a system helping a hu-
man to stand up, to traverse to the bathroom, and so forth.

With this said, IRL–and more broadly the adoption of a cared-for person’s 
goals as the caregiver’s own–does not by itself fully constitute what we would 
want or expect from a caregiving relationship. To start, IRL is by default limited 
to the things that we ourselves can demonstrate, even if imperfectly. For a child 
with limited motor skills, or an elder with limited mobility, this might pose a chal-
lenge. Second, there are many aspects of care that involve providing help in ways 
not explicitly asked for or modeled. Finally, caregiving–especially for children–
often requires denying explicit requests and physically intervening against behav-
ior, rather than facilitating it. What reward function does this sort of caregiving 
behavior pursue?
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The current state of play in AI alignment research can be said to have be-
gun with a 2017 collaboration between DeepMind and OpenAI, then the 
world’s two premier AI research labs, centered on the question of how to 

get a simulated bipedal robot to perform a backflip.31 At first glance, this was sim-
ply the helicopter project with a different form factor. But there was a subtle, and 
crucial, difference: while the Stanford helicopter project used expert RC pilots to 
supply the demonstration data, it’s nearly impossible to get a bipedal robot to per-
form a backflip using buttons and joysticks. (And most people can’t do a backflip, 
so that form of demonstration was also out.) Despite the fact that people cannot 
specify a backflip directly in numerical terms, nor can they demonstrate one, they 
can nevertheless immediately recognize a backflip when they see it. 

Might that be enough?
The system would begin by wriggling around at random, and then present the 

user with two video clips and ask them which they preferred: which was infini-
tesimally closer to what the user had in mind? The user would select one of the 
two clips, and the process would repeat. After just a few hundred of these com-
parisons, over the span of about an hour, the robot would be doing beautiful,  
picture-perfect backflips and sticking the landing.

This procedure has come to be known as “reinforcement learning from hu-
man feedback,” or RLHF. OpenAI wasted little time in transferring this methodol-
ogy from a kinesthetic domain to a linguistic one. Soon they were asking crowd- 
workers which of two passages was a better summary of a document, or which of 
two answers to a question they preferred.32 Crowd-worker preferences are used 
to build a “reward model” that assigns numerical rewards to language outputs, 
and that reward model is used in turn to create a text-dialog system that learns to 
generate responses consistently rated highly by the reward model. This is the pro-
cess behind the breakthrough success of ChatGPT and the many LLMs that have 
followed in its wake.33

RLHF once again shifts the relationship between human and machine. Com-
pared to IRL, which takes a roughly “second-person perspective,” adopting the 
user’s goals directly, RLHF can be thought of as taking a roughly “third-person 
perspective”: it presents the response that would be maximally approved of by 
a focus group. This is a sort of democratic notion of care, for better or worse.34 
Indeed the question of whose values–whose reward function–these systems 
embody has become central to this technology and is likely to remain so. The 
exact degree of input that is appropriate from states, the companies that build 
these systems, the third-party raters, and the individual users themselves is not 
obvious.

Having established, broadly, the mathematical foundations of human-AI in-
teraction as they stand in the mid-2020s, at the precipice of a broad deployment 
of caregiving technologies–large and small, physical and virtual–we are now in 
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a position to consider the conceptual issues that will shape how these systems be-
have–and how they ought to.

I opened this discussion with points of reference in the science-fiction canon, 
and it is worth revisiting those texts with the framework of AI alignment now 
more firmly in mind. Remembering that both Forster and Bradbury present us 

with what are essentially cautionary tales, we can use the Machine and the Happy- 
life Home as foils, and, in the context of real-world AI alignment, see what they re-
veal to us about a normative account of machine care. The first of these themes is 
the combination of acceptance and empowerment.

In “The Machine Stops,” Forster’s humans come to think of the Machine in 
terms that range from the parental to the divine: it “feeds us and clothes us and 
houses us; through it we speak to one another, through it we see one another, in 
it we have our being.” Yet all is not well–not at all–with the kind of care that the 
Machine provides. For one thing, we come to learn that “Each infant was exam-
ined at birth, and all who promised undue strength were destroyed.” Forster’s nar-
rator describes this as if it were regrettable but necessary: “Humanitarians may 
protest, but it would have been no true kindness to let an athlete live; he would 
never have been happy in that state of life to which the Machine had called him; 
he would have yearned for trees to climb, rivers to bathe in, meadows and hills 
against which he might measure his body.” Here is perhaps Forster’s first lesson 
for us about the nature of care. Care requires the caregiver to accept the cared-for 
as they are. There is very clearly something wrong with a caregiver killing someone 
for whom their style of caregiving would not be helpful.

Tragically, the human relationships in “The Machine Stops” suffer from pre-
cisely this same fault. That Vashti’s son Kuno needs her to visit him in person is our 
first clue. He wishes to be seen (both literally and figuratively): to be understood, 
accepted, recognized, not judged. He understands that he cannot get this from the 
Machine, nor from his holographic interactions, including with Vashti herself. 
Unfortunately, we learn that he cannot get it from Vashti either. Her empathy is 
limited, and her visit brief. By existing in a world in which at least a certain cate-
gory of human needs is so routinely and automatically met, they have lost a core 
part of their humanity: the ability to support one another.

Over the course of the story, Kuno radicalizes. “Cannot you see,” he says, “that 
down here the only thing that really lives is the Machine?” It caters to human de-
sires in an immediate sense, but the shape of their lives, the nature of their rela-
tionships to each other, their sense of imagination and of what is possible, are all 
confined within the terms the Machine sets. That is not care.

True care must include, crucially, empowering people to care for each other, 
and also to no longer need care. In this, Forster’s Machine is a failure. It caters to a 
subset of needs while fundamentally disempowering people: from caring for each 
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other, from caring for themselves, and most of all from a life independent of the 
Machine itself. “We created the Machine, to do our will, but we cannot make it do 
our will now,” Kuno says. “The Machine develops–but not on our lines. The Ma-
chine proceeds–but not to our goal.”

Likewise in Bradbury’s vision, the family’s relationship with the Happylife 
Home oversteps the mark when it disempowers them as caregivers for one anoth-
er. George and Lydia hire a psychologist to assess them, and he admonishes them: 
“You’ve let this room and this house replace you and your wife in your children’s 
affections. This room is their mother and father, far more important in their lives 
than their real parents.”35 We have seen how, in children, the impulse to help oth-
ers is a deeply rooted one, present almost from birth. This, it would seem, is one 
of the few needs that neither the Machine nor the Happylife Home can provide.

The Home is described in terms that are sometimes inspiring: “the nursery 
caught the telepathic emanations of the children’s minds and created life to fill 
their every desire.”36 But more often, we see its effect on the adults and children 
alike as enfeebling. When the father, George, announces that he plans to turn the 
machinery off for a period, the children rebel: “That sounds dreadful! Would I 
have to tie my own shoes instead of letting the shoe tier do it? And brush my own 
teeth and comb my hair and give myself a bath?”37

In the real world, we often hear techno-optimists arguing that humans can use 
the time and energy that future AI systems will free up from errands such as these 
to pursue intrinsically meaningful activities like the arts. In Bradbury’s concep-
tion, however, the Home’s enfeeblement comes equally to the arts. “I didn’t like it 
when you took out the picture painter last month,” says the son, Peter. “That’s be-
cause I wanted you to learn to paint all by yourself, son,” George replies. “I don’t 
want to do anything but look and listen and smell; what else is there to do?”38 The 
machine has reduced participation to passive consumption.

The celebrated Lebanese-American poet Kahlil Gibran, in his book The Prophet,  
uses the metaphor of an archer to describe parenthood: “You are the bows from 
which your children as living arrows are sent forth.”39 It is a process of preparing 
the child to be free and self-sufficient. Indeed, parenthood involves, as psychol-
ogist Nim Tottenham puts it, a “seeming paradox: initial dependence gives rise 
to independence.”40 Of course, later-in-life care, and in particular hospice care, 
cannot have this exact character. But it still retains something of its spirit: to the 
extent possible, the caregiver prepares the cared-for person for an experience of 
their own, whether that experience is early adulthood or death. The caregiving re-
lationship may be good in itself, but it is not an end in itself.

Ironically, the second theme of caregiving exists in a slightly paradoxical ten-
sion with the first. Despite the fact that caregiving requires us to see and ac-
cept the cared-for person on their own terms, and to empower them to pursue 
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their goals, including the goal of no longer needing our care, caregiving, especially 
of children, is not carte blanche. Indeed, sometimes the most caring thing a parent 
can do for their child is to physically intervene between the child and the object of 
their desire–or simply to say no.

On what basis can this be justified?
Perhaps nothing in science fiction more memorably embodies the horror of a 

machine-human relationship breaking down than the moment in 2001: A Space 
Odyssey when HAL denies Dave’s request to open the doors to let him back on the 
ship: “I’m sorry, Dave, I’m afraid I can’t do that.”41 And yet Bradbury points out 
that there are horrors of acquiescence, too. The children in “The Veldt” become 
increasingly disturbed and moody, and the virtual world their nursery creates for 
them amplifies, rather than mollifies, this darkness. Their play space becomes 
something violent and eerie: namely, the titular veldt, in which lions and vultures 
feed on flesh while screams echo in the distance. The psychologist that George 
and Lydia hire is instantly concerned, concluding that “the room has become a 
channel toward–destructive thoughts, instead of a release away from them.”42 It 
is a line that feels discomfitingly allegorical for any twenty-first-century users of 
recommender systems and social media.

By default, the “revealed preferences” or “reward function” of a compulsive 
gambler, say, or a compulsive shopper, put an IRL system in the position of an  
enabler. On what basis, then, do we–and might a machine–deny the apparent 
wants of a human user?

There are a number of theories that are perhaps best explored in the philoso-
phy literature, but we can easily enumerate several candidates.

Perhaps we, as parents, simply have our own reward function, which can con-
flict with the assumed goals of the child’s. In other words, our desire to have our 
child not be electrocuted overrides our child’s desire to put a metal object into 
an electrical socket. RLHF embodies a certain communal (if hegemonic) form of 
this: today’s language models will typically decline to assist a user who wants to 
build a bomb, extort a coworker, commit fraud, or anything else that violates the 
preferences of certain others (be it the state, the company, and/or the focus group 
who provided preference data).

Perhaps we assume not only the child’s present goals but some notion of the goals 
of their future self; surely the adult our child will become will be grateful we didn’t 
let them electrocute themselves as a child, and they might even be grateful that we 
limited their candy intake and screen time. We have seen stirrings of this sort of 
movement in critical perspectives on technology: for instance, the Time Well Spent 
movement of 2016, which encouraged social-media companies to optimize for the 
retrospective preferences rather than in-the-moment impulses of their users.43

Perhaps we have some way of understanding that human goals are sometimes in 
conflict with one another, and as carers, we aspire to serve the “higher” purposes.  



154 (1) Winter 2025 193

Brian Christian

AI researchers are beginning to imagine ways of approaching these ideas within 
the context of reward modeling and alignment.44

And perhaps we have some more objective notion of well-being–we care not 
only about what you want but what’s good for you. Neuroscientist Kent Berridge, 
for instance, has shown that “wanting” and “liking” comprise two distinct reward 
systems in the brain.45 It’s not clear which form of rewards social-media compa-
nies, for instance, are even trying to cater to. There is clearly an information asym-
metry to be overcome here. From the perspective of, say, developers at Netflix, 
they have a wealth of data about what people will click and how long they will 
watch it. It’s much less clear whether a late-night TV binge was good or bad for 
them–either in their own retrospective opinion or according to some more ob-
jective metrics. But true care aspires to go beyond the cared-for’s needs in the mo-
ment, and so should our machine helpers, even at their most quotidian.

We have seen, in sum, how deeply ingrained the notion of machine care 
is, not only in the science-fiction imagination–where it ranges from 
the utopian to the horrific–but also in the aspirations of the field of 

artificial intelligence, and in the minds of policymakers looking to artificial in-
telligence for solutions to a future crisis-level shortfall in care workers.46 As AI 
alignment research has progressed by stages–from code to rewards to demon-
strations to preferences–so has the relationship that increasingly pervasive AI 
systems have with their human designers and human users. This progression has 
come to resemble, at least in certain dimensions, a relationship of care–but there 
is much to be desired, many open problems to be addressed, and many normative 
questions to be considered.

It is often said that we don’t fully understand something until we’ve taught it 
to someone else; indeed, the very act of teaching something is often an important 
last step in distilling or sharpening our own inchoate knowledge. The prospect 
of machine care is just such an opportunity. As is so often the case, the process of 
trying to formalize core aspects of the human experience is revealing to us what 
care really is–and perhaps even how much we have yet to understand about it. 
Let us take this moment, then, as an opportunity–if a somewhat urgent one–to 
confront and explore just what it means to care and be cared for, including by one 
another.
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