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Hostile State Disinformation  
in the Internet Age

Richard A. Clarke 

Foreign actors, particularly Russia and China, are using disinformation as a tool 
to sow doubts and counterfactuals within the U.S. population. This tactic is not 
new. From Nazi influence campaigns in the United States to the Soviets spreading 
lies about the origins of HIV, disinformation has been a powerful tool throughout 
history. The modern “information age” and the reach of the internet has only ex-
acerbated the impact of these sophisticated campaigns. What then can be done to 
limit the future effectiveness of the dissemination of foreign states’ disinformation? 
Who has the responsibility and where does the First Amendment draw the bound-
aries of jurisdiction?

State-sponsored disinformation (SSD) aimed at other nations’ populations is 
a tactic that has been used for millennia. But SSD powered by internet social 
media is a far more powerful tool than the U.S. government had, until re-

cently, assumed. Such disinformation can erode trust in government, set societal 
groups–sometimes violently–against each other, prevent national unity, amplify 
deep political and social divisions, and lead people to take disruptive action in the 
real world. 

In part because of a realization of the power of SSD, legislators, government 
officials, corporate officials, media figures, and academics have begun debating 
what measures might be appropriate to reduce the destructive effects of internet 
disinformation. Most of the proposed solutions have technical or practical diffi-
culties, but more important, they may erode the First Amendment’s guarantee of 
free speech and expression. Foreign powers, however, do not have First Amend-
ment rights. Therefore, in keeping with the Constitution, the U.S. government 
can act to counter SSD if it can establish clearly that the information is being dis-
seminated by a state actor. If the government can act constitutionally against SSD, 
can it do so effectively? Or are new legal authorities required? 

The federal government already has numerous legal tools to restrict activity in 
the United States by hostile nations. Some of those tools have recently been used 
to address hostile powers’ malign “influence operations,” including internet- 
powered disinformation. Nonetheless, SSD from several nations continues. Rus-
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sia in particular runs a sophisticated campaign aimed at America’s fissures that 
has the potential to greatly amplify divisions in this country, negatively affect 
public policy, and perhaps stimulate violence.1

Russia has created or amplified disinformation targeting U.S. audiences on 
such issues as the character of U.S. presidential candidates, the efficacy of vaccines,  
Martin Luther King Jr., the legitimacy of international peace accords, and many 
other topics that vary from believable to the outlandish.2 While the topics and the 
social media messages may seem absurd to many Americans, they do gain traction 
with some–perhaps enough to make a difference. There is every reason to believe 
that Russian SSD had a significant influence on, for example, the United Kingdom’s 
referendum on Brexit and the 2016 U.S. presidential election. But acting to block 
such SSD does risk spilling over into actions limiting citizens’ constitutional rights.

The effectiveness of internet-powered, hostile foreign government disinforma-
tion, used as part of “influence operations” or “hybrid war,” stems in part from the 
facts that the foreign role is usually well hidden, the damage done by foreign oper-
ations may be slow and subtle, and the visible actors are usually Americans who 
believe they are fully self-motivated. Historically, allegations of “foreign ties” have 
been used to justify suppression of Americans dissenting from wars and other gov-
ernment international activities. Thus, government sanctions against SSD, such as 
regulation of the content of social media, should be carefully monitored for abuse 
and should be directed at the state sponsor, not the witting or unwitting citizen.

Government regulation of social media is problematic due to the difficulty of 
establishing the criteria for banning expression and because interpretation is in-
evitably required during implementation. The government could use its resources 
to publicly identify the foreign origins and actors behind malicious SSD. It could 
share that data with social media organizations and request they block or label it. A 
voluntary organization sponsored by social media platforms could speedily review 
such government requests and make recommendations. Giving the government 
the regulatory capability to block social media postings–other than those clearly 
promoting criminal activity such as child pornography, illegal drug trafficking, or 
human smuggling–could lead to future abuses by politically motivated regulators.

Over time, we have moved from the Cold War to the hybrid war. Russia and 
China are today engaged in a hybrid war with the United States. Aspects 
of this kind of competition include hacking into computer networks, pub-

licly revealing (and sometimes altering) the data they hack, running active espio-
nage programs, creating and disseminating disinformation, inventing American 
identities online, and stoking internal dissent on emotionally contentious issues.3

Both Russia and China have similar goals: to turn America’s attention inward 
to limit its foreign presence and involvement, to weaken U.S. national unity, to 
sow dissension, and to undermine worldwide confidence in the U.S. government 
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and its system of democracy and liberties. Both openly state their goal is to subvert 
what they see as a hyperpower’s global hegemony.4 Unstated is the goal of reduc-
ing interest within their own countries in American-style democracy and human 
rights guarantees (“See what calamity and dysfunction it brings in America”).

Russia (then the Soviet Union) and China had similar goals during the Cold 
War (1945–1989), but that competition did not morph into a conventional or nu-
clear war (although there were many proxy wars and Chinese forces did directly 
combat U.S. forces in the Korean War). Nor did the tools of hybrid war succeed 
then in causing significant domestic security problems for the United States. 

There are, however, reasons to think that hybrid war may be more damaging 
and more successful now than in its earlier incarnations. About the same time that 
the Cold War ended, the Information Age began. With the global rise of the inter-
net came the morphing of news media, the creation and rapid mass adoption of so-
cial media, and now the introduction of generative artificial intelligence (GenAI), 
complete with fake news and synthetic personas. 

Many believe it is necessary to restrict First Amendment protections for those 
who disseminate “fake news,” for those among them who are foreign actors, or at 
the very least for synthetic personas. Advocates of further limitations point to the 
first known successful attempt by a hostile foreign power to affect the outcome 
of a U.S. presidential election (2016) as the prime example of the harm that un-
restricted, foreign-generated or -amplified expression can cause.5 They see a hid-
den, or sometimes not-too-covert, Russian hand in the gun control debate, anti-
vaccination lobbying, and both sides of the Black Lives Matter movement, and 
they wonder what role Moscow might have played (if any) in the January 6th se-
dition. Convincing fake videos, such as one of former president Barack Obama 
seeming to say things that he never uttered, give rise to concerns about what dam-
age unrestricted GenAI could soon bring.6

These concerns can (and should) cause us to review what restrictions we 
have and what further restrictions we might need on the First Amend-
ment’s protections for hostile foreign powers and their agents, witting 

and unwitting. But let us first turn to some important definitions.
Big lie: A term first used by the Nazis, meant to suggest that something that 

should be on its face preposterous might be believed if properly asserted by cred-
ible sources. It is first attributed to Adolph Hitler and his contention that “in the 
big lie there is always a certain force of credibility; because the broad masses of 
a nation are always more easily corrupted in the deeper strata of their emotional 
nature than consciously or voluntarily; and thus [are more likely to] fall victims to 
the big lie than the small lie.”7 

Cyber war: Computer operations designed to create damage, disruption, or de-
struction of computer networks and/or devices controlled by software.
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Deepfakes: Images and videos made with the use of GenAI that appear to show 
people doing and/or saying things that they never did or said. The software realis-
tically mimics voices and styles of speaking, as well as moves the lips in the image 
in synchronization with the audio track. 

Disinformation: A term first used by the Soviet Union to characterize state- 
sponsored strategic deception spread through a variety of means, both at home 
and abroad. It became a central activity of Soviet intelligence as early as the 
1920s and continued as a major program component through the Cold War. Rus-
sian intelligence in the twenty-first century has resumed the use of disinforma-
tion as a significant tool.8

Fake news: Information in traditional or newer media, including social media, 
which is (or is claimed to be) intentionally erroneous; also, a characterization of 
news sources that regularly carry intentionally erroneous material.

Fake personas: Actors on social media platforms and elsewhere whose identity is  
intentionally inaccurate, assumed, or fabricated. Russian and Chinese agents have 
created thousands of social media accounts with American names and home-
towns to convince American readers that the views that are being espoused are 
those of their neighbors or people like them.9

Hybrid war: The use of a panoply of techniques employed in the absence of, be-
fore, or during a conventional military conflict, such as unauthorized entry into 
computer networks, public dissemination of the hacked material in its original or 
altered state, cyber warfare, the spread of disinformation, activities designed to 
create dissent and disruption in the enemy state, sabotage, espionage, covert ac-
tion, subversion and, in some uses, special forces operations behind enemy lines.

Information warfare: State use of true and/or false accounts and themes to per-
suade an enemy or potential enemy audience to act in a way that is beneficial to 
that state actor; the role of the state actor as the originator of the information may 
or may not be overt.

Influence operations: A campaign by a state actor to cause a foreign audience 
to support the policies of the state actor or to oppose the policies of an oppos-
ing state; the campaign may include bribery of foreign officials or media person-
nel, the spread of disinformation, propagation of truthful stories that support the  
image of the state actor or damage the image of another nation, foreign develop-
ment assistance, disaster relief aid, direct foreign investment, military and security  
assistance, training, scholarships, and cultural exchanges.

Psychological operations: A term used by the U.S. military until the 1990s to de-
scribe its activities that are now known as information warfare and/or influence 
operations.

Sleepers: Foreign intelligence personnel who create or use a false identity of a 
citizen of a target country and then live in that country, usually for an extended 
period, usually with jobs and families to add to the credibility of their cover story;  
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a Soviet and now Russian intelligence technique that entered American public 
consciousness with the exposure of a network of such intelligence personnel in 
the United States in 2010, later popularized in the television series The Americans.

Synthetic personas: Similar to fake personas, but also employing facial and other 
images, still or video, created by GenAI programs. Additionally, video images of 
real people altered by GenAI programs to portray them doing or saying things that 
they did not do or say. 

Let us turn now to a brief history of foreign interference in the United States. 
Disinformation operations have been recorded since before the Greek’s 
wartime gift of a horse statue to the city-state of Troy. American history is 

also replete with hostile foreign attempts, real and imagined, to influence domes-
tic events, usually during wars. Often these concerns lead to federal government 
overreaction. The canonical decision of ex partite Mulligan stems from President 
Lincoln’s use of Article 1, Section 9 of the Constitution to arrest and deny habeas 
corpus rights to those engaged in antiwar subversion in support of the rebellious 
states.10 In World War I, agitation, strikes, and bombings in support of anarchism 
and Communism led to widespread law-enforcement suppression activities. This 
included the infamous Palmer Raids, designed in part to identify, arrest, and de-
port alleged foreign agents. The Espionage Act of 1917 and the Sedition Act of 1918 
(repealed in 1921) were written, passed, and enforced to deal with foreign and do-
mestic antiwar and antidraft activities.11 

The Espionage Act and the Sedition Act, which expanded the government’s 
authority to limit criticism of the war, were challenged many times for their con-
stitutionality. But Schenck v. United States (1919) solidified the Espionage Act’s le-
gality. The unanimous decision of the Supreme Court held that the First Amend-
ment’s Free Speech Clause did not protect activities that were deemed unlawful 
under the Act’s restrictions, which were further justified under Congress’s war-
time authority.12 Prior to its repeal in 1921, the Sedition Act was similarly upheld 
by the Supreme Court in Debs v. United States (1919), Frohwerk v. United States (1919), 
and Abrams v. United States (1919).13

In World War II, unfounded fear of foreign interference led to the unconstitu-
tional internment of over one hundred thousand American citizens of Japanese 
ethnicity.14 While those Japanese Americans posed little or no risk, there was an 
overt attempt by the German Nazi government to sponsor a Nazi party and move-
ment in the United States beginning in 1933 with the Friends of New Germany or-
ganization. Some members of the successor organization, the German American 
Bund, were prosecuted under the Espionage Act. Others were prosecuted under 
the Selective Service Act of 1940, which authorized military conscription (some 
had their convictions overturned in 1945). One Bund leader, a German immigrant, 
had his U.S. citizenship rescinded.15
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During the Vietnam War, fears of alleged foreign involvement in the antiwar 
movement led to unconstitutional surveillance of Americans–as an active teen-
age participant in the anti–Vietnam War movement, I can assure readers that its 
vehemence and popularity owed nothing to any foreign hand. In the 1970s and 
1980s, there were allegations of a foreign hand in the “Ban the Bomb” and then the 
“Nuclear Freeze” campaigns led by Americans supportive of international arms 
control.16 

My first encounter with foreign propaganda was as a teenager using a short-
wave radio in the 1960s. Listening to Radio Moscow through the atmospheric 
electronic static left me with the distinct impression that America had nothing to 
fear from that source of Communist propaganda. The U.S. government implicitly 
agreed with that conclusion and did nothing to jam the signal. But twenty years 
later, as deputy secretary of state for intelligence, I was surprised to learn how ef-
fective Soviet propaganda had been in Africa. My colleague in the Intelligence Bu-
reau, Kathleen Bailey, was among those who revealed that the Soviets had, among 
many other disinformation efforts worldwide, convinced much of Africa that the 
United States had invented HIV/AIDS, at Fort Dietrich in Maryland and at the 
Wistar Institute on the University of Pennsylvania campus, as a biological weap-
on to kill Black people.

The 1980s HIV disinformation campaign, apparently known in the KGB as 
Operation Denver, involved bribing newspaper editors to run erroneous stories, 
sponsoring conferences, and distributing articles from “scientific journals.” One 
allegation in the campaign was that the United States was distributing condoms 
in Africa that were laced with HIV. While it all seemed ridiculous to most U.S. 
government officials, it is an example of a successful use of the big lie technique.17

By 2010, the Russian government broadcasted a polished English cable tele-
vision news channel, Russia Today (later rebranded as simply RT), in the Unit-
ed States and Europe. In 2014, I was startled to see Russian government–funded  
advertisements emblazoned on the sides of Metro buses in Washington, D.C., 
complete with an artist’s rendering of former Secretary of State Colin Powell 
holding a vial and discussing alleged Iraqi biological weapons at the UN Securi-
ty Council. The ad (Figure 1) read, “This is what happens when there is no sec-
ond opinion. Iraq War: No WMDs, 141,802 civilian deaths. Go to RT.com for the 
Second Opinion.”18 That propaganda operation was a long way from the scratchy 
broadcasts from Moscow I had listened to as a kid. It was convincing. 

In 2015, Adrian Chen wrote a prescient article for The New York Times Magazine 
in which he exposed an organization in St. Petersburg, Russia, known as the Inter-
net Research Agency, as a propaganda and influence operation. The supposedly 
private organization had created a number of convincing posts online pretending 
to be U.S. television news reports, social media responses from average Ameri-
cans, and local government announcements, all concerning a large explosion at a 

http://RT.com
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Figure 1 
Poster from 2014 RT (Russia Today) Ad Campaign on Plurality in Media

Source: John O’Sullivan, “Russia Today Is Putin’s Weapon of Mass Deception. Will It Work in 
Britain?” Spectator Australia, December 6, 2014. 
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chemical plant in Louisiana. There had, however, been no such explosion. It was 
an experiment in advanced disinformation using sophisticated deception on the 
internet.19 Despite Chen’s warning, when Russia engaged in a massive disinfor-
mation operation a year later, U.S. intelligence and law enforcement did not de-
tect it in real time. Nor did its target, the presidential campaign of Hillary Clinton.

As documented by congressional and Justice Department investigations, 
Russian intelligence services interfered in the 2016 U.S. presidential election by, 
among other things, creating thousands of fake accounts on numerous social me-
dia apps, pretending to be U.S. citizens, and then spreading both a partisan mes-
sage and what was indisputably disinformation. But the Russian internet activi-
ty went beyond simple messaging. Russian intelligence had a role in the hacking 
and public release of files from the Democratic National Committee, timed to sow 
discord at the Democratic Party’s convention. Russian intelligence agents on the 
ground in the United States interviewed Americans to help hone their message.20

Russian disinformation focused on swing states and on particular voting 
groups and neighborhoods within those states. One goal was to suppress Black 
Americans’ votes, which Russia assumed would be overwhelmingly for the Dem-
ocratic candidate. Fake personas on social media spread lies about the Democrat-
ic candidate and urged Black voters to boycott the election. In those targeted lo-
cales, ballots from Black Americans declined.21 Similarly, synthetic internet per-
sonalities targeted voters who prioritized climate concerns, urging votes for the 
Green Party candidate, Jill Stein. Stein was feted in Moscow, sitting at President 
Putin’s table. In several swing states, Hillary Clinton lost by fewer votes than Stein 
received.22

Such is the power of social media that the synthetic Russian personas were able 
not just to influence the thinking of some American voters, but to cause them to 
act in real life. One trick messaging effort successfully encouraged partisans to 
dress up as a Hillary Clinton lookalike in orange prison garb, locked up in a pre-
tend cage that was then put on display at political rallies. On other occasions, the 
St. Petersburg “Americans” created political counter-demonstrations and rallies 
in the United States at specific times and places.23 Russian disinformation, hack-
ing, and fraudulent internet activity were sufficient to make the difference in the 
outcome of the 2016 U.S. presidential election. 

What was the most dangerous path of Russian disinformation? Follow-
ing the 2016 election, the fake personas continued to spread disinfor-
mation in the United States, focusing on the COVID-19 pandemic, cir-

culating “antivax” themes. Russian personas have also supported gun rights, been 
on both sides of the Black Lives Matter movement, and called for the secession of 
various states from the Union (a Russian disinformation campaign had similarly 
supported Brexit covertly prior to the UK referendum).24 
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Following the Russian invasion of Ukraine in 2022, Moscow’s disinformation 
campaign targeted nations in the Global South to support the “special military 
activity.” Among the disinformation they spread were accounts of a joint U.S.-
Ukrainian program to develop biological weapons in Kyiv, a big lie that would 
have little traction in America. More recently, campaigns like Doppelganger are 
creating deepfake videos and fake media sites to spoof legitimate news and under-
mine Western support of Ukraine. Although slow to gain traction in the United 
States, these instances are part of a highly successful influence operation that has 
led to scores of nations abstaining or voting with Russia on UN resolutions con-
demning the Russian war.

The objectives of China’s influence operations are traditionally defensive, 
but have recently shifted toward an offensive approach. One of their defensive 
themes, recalling the 1980s Soviet effort on AIDS, is that the United States invent-
ed COVID-19, which their army brought to Wuhan during the World Military 
Games athletic competition that took place there in 2020.25 In addition, Chinese 
disinformation claimed the United States lied about the conditions of the Uighur 
ethnic group in Xinjiang.26 China’s messaging also uses U.S. activity to justify Bei-
jing’s creation of new islands with military bases on them in the South China Sea. 

On offense, China mimics Russian efforts, amplifying existing division to en-
courage mistrust of the U.S. government, and has become more aggressive in at-
tempts to undermine credibility of the United States through disinformation. One 
long-running disinformation campaign, dubbed Spamouflage or Dragonbridge, 
has shifted from defensive, pro-CCP (Chinese Communist Party) content to di-
rect disinformation against the United States.27 This network was first identified 
in 2019, but the American-oriented accounts were identified in 2022. As part of the 
campaign, accounts claimed that the Chinese-sponsored hacking group APT41 is 
backed by the U.S. government. APT41 is known for intellectual property theft, es-
pionage and intelligence-collection operations, and supply-chain compromises.28  
They also claim that the United States bombed the Nord Stream pipelines as part 
of their goal to replace Russia as Europe’s dominant energy supplier.29 

China’s influence operations have evolved from the bots, trolls, and click farms 
of 2019. Accounts connected to Chinese influence operations use a complex strat-
egy of GenAI, impersonation, profile-hijacking, and coordinated posting. They 
impersonate real cybersecurity and media accounts to support their narratives us-
ing the same name and profile picture and similar usernames as the authentic ac-
counts. These accounts use tactics such as plagiarism, alteration, and mischarac-
terized news reports, including content that is AI-generated or AI-enhanced. 

The strategies are becoming increasingly sophisticated in their narrative pro-
duction and ability to avoid detection, but there is little evidence of success in at-
tracting the attention of the American public or swaying public opinion.30 Although 
those Chinese themes’ credibility may be lacking in the United States and in some 
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other target countries, videos of supposed television news broadcasts being distrib-
uted as part of Chinese disinformation are quite convincing. Some of the videos ap-
pear to show American reporters and news anchors, but they are deepfakes and syn-
thetic personas produced by AI programs. Microsoft reported an uptick in the use 
of GenAI to produce audio, video, and other visual content by Dragonbridge. Two 
instances relate to conspiracies that the U.S. government was behind the wildfires in 
Maui in August 2023 and the Kentucky train derailments in November 2023.31 

Assuming that the U.S. government was sufficiently concerned by the po-
tential of Russian or Chinese disinformation campaigns in the United 
States to influence elections or provoke violence, what can it legally do 

today? What tools does the U.S. government now have to counter SSD? 
The State Department’s Global Engagement Center, supported by separate 

programs in the CIA and Department of Defense’s (DoD) Special Operations 
Command, address the problems of Russian and Chinese disinformation abroad. 
The three agencies uncover the disinformation, attempt to label it in some way as 
fake news, and engage in counter-messaging to reveal the U.S. version of the truth 
to the same audience. The State Department also works to generate similar and 
supportive actions by friendly governments. In the United States, however, it is a 
different cast of departments and agencies that can use a myriad of existing legal 
authorities to deal with aspects of foreign disinformation and malign influence 
operations.

One tool the U.S. government can and should use to counter disinformation 
is “naming and shaming.” As shown in Figure 2, the progress of disinformation, 
from its introduction through Russian state-sponsored media to wider reach via 
U.S. government officials, is completely revealable. Members of the U.S. govern-
ment should regularly call out colleagues who spread Russian or Chinese disinfor-
mation, knowingly or unknowingly. The White House should hold weekly brief-
ings from the podium to label Chinese and Russian disinformation in the news 
and identify which U.S. officials, especially in Congress, are parroting this infor-
mation. The United States has employed this technique before. In 2017, as the ex-
tent of Russian malign activity in the 2016 election became more apparent, the 
United States moved against RT television, which is funded by the Russian gov-
ernment. Using the Foreign Agent Registration Act (FARA) of 1938, the Justice De-
partment required RT to file as a Russian government entity.32 Many cable outlets 
dropped the service and, following the Russian invasion of Ukraine in 2022, the 
satellite operator DirectTV did as well. RT then shut down its U.S.-based opera-
tion and programming.33 FARA is not a ban; it simply requires the entity in ques-
tion to admit its foreign sponsorship and file with the Justice Department.

If a non-U.S. citizen was found to be promoting disinformation or malign in-
fluence operations while they were present in the country, the Department of 
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Homeland Security could deport them on the grounds that their activity violated 
the terms of their entry visa, which could be revoked under the Immigration and 
Nationality Act of 1965.34 If financial activity of any kind takes place in support 
of a foreign malign influence operation, the use of the sanctions authority is an 
available tool. By declaring a threat to U.S. national security, the U.S. economy, or 
U.S. foreign policy, the Treasury Department can ban financial transactions with 
specific sanctioned entities or individuals the Secretary of the Treasury desig-
nates under the International Emergency Powers Act (IEPPA) of 1977.35 Hundreds 
of Russian organizations and individuals have been so sanctioned following the 
invasion of Ukraine. Were any American individual or organization to knowingly 
receive financial support from a sanctioned entity, they could be charged with a 
felony, the transaction blocked, and assets seized.

If certain other statutes are violated as part of the foreign malign influence op-
eration, the Justice Department can charge criminal violations. If a computer net-
work was hacked as part of a hybrid war campaign, as was done to the Democrat-
ic National Committee’s system in 2016, the hacker could be charged under the 
Computer Fraud and Abuse Act of 1986.36 Indeed, five named Russians have been 
so charged. Charges can be brought against an actor who was outside of the Unit-
ed States, provided that the targeted computer was in the United States. Other 
Russians who engaged in the 2016 campaign to influence the U.S. election have 
also been criminally charged with attempting to defraud the U.S. government, en-
gaging in wire fraud, bank fraud, and aggravated identity theft.37

Certain actions in support of a foreign malign influence operation may violate 
the Espionage Act of 1917. In 2019, journalist and Wikileaks founder Julian As-
sange was indicted under that law for receiving and publishing classified infor-
mation that had been hacked from a U.S. government network.38 If a malign in-
fluence operation is planning, has engaged in, or is conspiring to encourage vio-

Figure 2
The Life Cycle of Russian Disinformation

Source: Author’s illustration.
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lence directed at the government, sedition may also be charged. Although some 
sedition laws have been repealed and others have been found unconstitutional, 
there remains the seditious conspiracy violation, which criminalizes behavior in-
volving conspiracy “to overthrow, put down, or to destroy by force the Govern-
ment of the United States, or to levy war against them, or to oppose by force the 
authority thereof, or by force to prevent, hinder, or delay the execution of any law 
of the United States, or by force to seize, take, or possess any property of the Unit-
ed States contrary to the authority thereof.”39 

Although seditious conspiracy was seldom charged in the last fifty years (pri-
or to the January 6 insurrection), it was used in 1993 against an Egyptian, Abdul 
Rahman, residing in New York City for his involvement in planned terrorist at-
tacks. Following the 1993 arrest of Rahman, Congress passed the Antiterrorism 
and Effective Death Penalty Act of 1996, which makes it a felony to “provide mate-
rial support” to organizations and individuals designated by the secretary of state 
as terrorists.40 Some U.S. citizens who participated in the January 6 insurrection 
have been charged with seditious conspiracy and some have been convicted. As of 
June 12, 2023, the Department of Justice charged sixty individuals with conspiracy 
to obstruct the certification of the election. Within these charges, eighteen indi-
viduals have been charged with seditious conspiracy.41 And as of this writing, ap-
peals, as well as more prosecutions, are underway.42 

One expansion of U.S. government authority to deal with SSD could be to 
criminalize knowingly providing material support (by U.S. citizens or foreign na-
tionals) to operations by foreign hostile powers engaging in disinformation and 
malign influence operations that caused or threatened to cause (drawing on the 
example of the International Emergency Economic Powers Act) significant harm 
to the national security, foreign policy, or economy of the United States. If that 
were to be considered, however, great care would be needed to prevent abuse or 
infringement upon First Amendment guarantees. Any such new law should be 
very specific about what activities would be considered material support to a hos-
tile foreign power and what standards should be used.

How should the United States respond to these challenges? The president 
already has executive authorities to counter hostile foreign powers en-
gaging in hybrid war activities against the United States. If the president 

finds that a covert “action is necessary to support identifiable foreign policy ob-
jectives of the United States and is important to the national security of the Unit-
ed States,” and so notifies the designated members of Congress, the president 
may direct intelligence agencies to carry out appropriate activities without public 
acknowledgment.43 

Under such a “finding,” intelligence agencies could hack back against a nation 
involved in hostile operations against the United States, disrupting computer- 
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related operations, revealing foreign government secrets, or any number of other 
activities, including lethal action. Thus, the U.S. government could attack those 
involved in directing hostile operations against it or could launch its own dis- 
closure and influence campaigns (disinformation operations conducted abroad 
by the U.S. government raise sensitive issues concerning “blowback,” the possi-
bility that U.S. citizens or U.S. media operations would see, believe, and dissemi-
nate the disinformation in the United States).

The president may also order the Department of Defense to conduct cyber op-
erations to counter hostile foreign influence operations, or other hybrid war activ-
ities, under the DoD and White House interpretation of existing legal authorities. 
As the DoD’s General Counsel explained,

National Security Presidential Memorandum-13 [NSPM-13] of 2018, United States Cy-
ber Operations Policy . . . allows . . . the Secretary of Defense to conduct time-sensitive 
military operations in cyberspace. Congress also has clarified that the President has 
authority to direct military operations in cyberspace to counter adversary cyber oper-
ations against our national interests . . . whether they amount to the conduct of hostili-
ties or not, and . . . are to be considered traditional military activities.44

Using that interpretation, the secretary of defense ordered U.S. Cyber Com-
mand to carry out certain activities to protect U.S. elections, including actions di-
rected against the St. Petersburg–based Internet Research Agency.45 The NSPM 
and DoD directives and policy reportedly establish First Amendment–related 
tests and are apparently limited to countering U.S. election-related hostile actions.

But this federal authority in cyberspace need not stop at countering U.S.  
election-related hostile actions. Led by the White House, the federal government 
should make a concerted effort to interpret and establish the existing authority it 
has through the previously mentioned laws and policies. Through cyberspace and 
social media platforms, hostile foreign actors are no longer limited by location or 
numbers. The U.S. federal government should coordinate and calibrate its avail-
able resources and legal authority to limit these hostilities.

None of the existing legal or direct response authorities, however, prevent so-
cial media platforms from being used to spread disinformation that could provoke 
damaging activity in the United States. To do that, new legislative and regulatory 
authorities would be required.

How, then, can or should we regulate social media? Social media’s im-
pact on modern culture and sentiment is indisputable. This goes hand-
in-hand with foreign and/or nefarious actors’ attempts to establish in-

fluence across these platforms. The current public policy debate revolves around 
regulating the content on social media platforms (X, Facebook, and YouTube) and 
regulating the existence of the platforms themselves (TikTok).



58 Dædalus, the Journal of the American Academy of Arts & Sciences

Hostile State Disinformation in the Internet Age

TikTok is a wholly owned subsidiary of ByteDance Ltd., a Chinese compa-
ny registered in the Cayman Islands but headquartered in Beijing. Herein lies 
the problem. Chinese companies, under new data access laws, can be required 
to release their data to the Chinese government upon request. With more than 
one hundred seventy million U.S. TikTok users, the U.S. government has become  
increasingly concerned with China’s possible access to Americans’ data.46

TikTok U.S., which has a headquarters in Culver City, California, had previous-
ly been banned from government devices in multiple states, and ByteDance Ltd. 
received orders to relinquish its ownership of the company under authority of the 
Committee on Foreign Investment in the United States.47 This committee, chaired 
by the Treasury Department, can mandate a foreign divestment in a U.S. business 
or block a transaction from occurring, if the result is determined to be a national 
security risk.48 This process, which requires a thorough review, could be expanded 
to further limit foreign influence on social media companies with U.S. users. 

Following the Office of the Director of National Intelligence’s direct reference 
to TikTok as a possible threat to national security, Congress passed a measure to 
outlaw the platform in the United States. The measure passed on April 24, 2024, 
and gave Byte Dance nine months to sell or initiate a sale of the company, and six 
months to divest from its U.S. subsidiary. If it fails to comply, the app will no lon-
ger be available for U.S. users to download or update. The ban has faced signifi-
cant backlash from many of its American users and content-creators. Many argue 
that access to information does not equate evidence of harm, and therefore the 
ban is not proven to be necessary to protect U.S. citizens. In this case, a ban on the 
platform will restrict First Amendment rights and internet freedom. Others argue 
that the threat to national security is substantial enough, and that the ban is neces-
sary to prevent the Chinese government from weaponizing information collected 
from ByteDance and directing personalized influence operations at Americans.49

Social media platforms vary widely in what they will permit to be posted by their 
users, but what goes up and what is banned is almost entirely up to the companies 
that own and operate the services. The few legal exceptions to what can be written 
or said on social media involve child pornography (the posting of which is already 
a federal crime) or, conceivably, incitement to violence or seditious conspiracy. 

Some social media companies employ thousands of staff and spend millions 
of dollars attempting to identify accounts created by fake personas and posts in-
volved in disinformation campaigns. Other social media companies are less at-
tentive to those considerations, perhaps because controversial content drives us-
age, and that, in turn, affects advertising rates and income. Or perhaps they do 
not self-regulate or moderate content out of a deep abiding commitment to the 
values of free expression. While various research agencies often publish reports 
that identify influence efforts and fake accounts, they do not have the authority to 
regulate content or suspend accounts. 
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Some social media platform executives, notably Meta/Facebook CEO Mark 
Zuckerberg, have called for regulation, but they have not offered any detailed pro-
posals. Perhaps this is because it is difficult to specify the types of content that 
should be banned or, alternatively, labeled as disinformation. While Russian dis-
information efforts have raised concerns about vaccinations and have opposed gun 
control legislation, so have American citizens without prompting from Moscow. 

In addition to the reaction to a possible TikTok ban, the Utah Social Media Reg-
ulation Act and the public’s reaction to its passing exemplifies how difficult and 
controversial it is to regulate social media platforms. This law mandates that social 
media companies provide parents and guardians of minors and Utah’s government 
with unilateral control over minors’ accounts and prevents social media companies 
from collecting any data or content connected to minors’ accounts.50 This legisla-
tion has generated strong criticism from free speech groups on the ground that this 
erodes civil liberties and safety online.51 Judicial review seems certain, but even if 
this was held to be constitutional, it is likely to be easily circumvented by minors. 

Identity-management systems and programs to control malign foreign entity 
creation of fake personas are probably technically feasible. There have been pro-
posals that using such systems means that all social media users be verified as real 
people, not fake personas. Requiring that by law, however, raises constitutional 
questions. Moreover, there are numerous situations in which someone might for 
good reasons want to post information anonymously to avoid reprisals.

The federal government (and some of the larger IT companies) could, howev-
er, identify fake personas in use or those attempting to be created. By monitoring 
known hostile foreign powers’ internet activity outside of the United States, the 
government could look for indications that someone was not who they claimed 
to be. It could notify social media companies about such possible fake personas. 
The companies could then temporarily block such accounts from appearing in the 
United States until their owners proved to the company (not to the government) 
that they were legitimate users, according to some specified standards or criteria. 
Some such cooperation is likely ongoing today, but not systematically. A more for-
mal system might not prevent all foreign fake personas, but it might significantly 
reduce their number.

A law could, conceivably, require internet providers and/or social media com-
panies to abide by a doctrine of “due care” to identify fake personas, to label obvi-
ous disinformation, and to give special treatment to postings that would be like-
ly to inflame civil unrest or promote possible violence against protected popu-
lations. Flagrant disregard for due care could be prosecuted and fines imposed. 
The constitutionality of such a law under the First Amendment could be hotly 
contested, however. Recent attempts by state governments to regulate content- 
moderation practices in Florida and Texas were deemed unconstitutional in a 
unanimous decision by the Supreme Court. This decision upheld the First Amend-
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ment right of social media companies to remove or publish content at their discre-
tion, without government directive.52 

In support of such a law, or possibly instead of it, voluntary standards of con-
duct could be created by a council of social media companies and/or major adver-
tisers, in collaboration with civil society and nongovernmental groups concerned 
with preventing incitement to violence or hatred against people based upon pro-
tected classes like their race, ethnicity, religion, and gender preference. This coun-
cil could be modeled after the existing Global Internet Forum to Counter Terror-
ism (GIFCT), which brings together representatives and information from tech-
nology experts, government, civil society, and academia to counter terrorist and 
violent extremist activity online.53

If a council modeled after the GIFCT–which was originally founded by Face-
book, Microsoft, Twitter, and YouTube in 2017–created standards of due care, 
and if some platforms consistently and flagrantly violated those standards, the 
council could call upon advertisers to place them on a do-not-support list. These 
standards of due care, with guidance from the previously mentioned council, 
could be further expanded to encourage social media companies to actively com-
bat disinformation through a system of labeling, rating, and exposure. This prac-
tice would encourage a more responsible social media environment, as companies 
would be encouraged to label content, rate the validity of content, and expose us-
ers and sites in which disinformation is regularly posted or referenced while pro-
viding references to fact-checked sources. 

Establishing a system of collective responsibility through adherence to estab-
lished standards, whether legal requirements or industry standards, is one po-
tential way to combat disinformation and foreign influence online. Responsible 
social media sites could effectively (possibly through incorporation of AI) label 
these accounts and posts as inaccurate, rather than deleting them.

Consideration might also be given to having internet service providers (ISPs, 
such as Verizon and Comcast) granted safe harbor to block servers, social media, 
or other websites that are found by such a council to be propagating disinforma-
tion that could lead to violence or that foster hate groups. Under the FCC’s ex-
isting stance on net neutrality, ISPs may already have such authority. Many ISPs 
block particularly offensive pornography websites. ISPs that fail to block such 
disinformation could come under pressure from civil society groups and leading 
advertisers. 

So what is to be done? The problem of state-sponsored disinformation is real, 
significant, and likely to become more damaging with the wider use of AI. 
The U.S. government has a legitimate interest in minimizing the effective-

ness of foreign nations’ attempts to amplify our internal divisions and their cam-
paigns to spawn violence. 
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The government has a panoply of existing legal authorities to counter SSD, 
from criminal prosecutions of foreign agents at home to covert action and cyber 
operations abroad. Although the Justice Department must retain the sole authority  
to determine when and whom to prosecute, a White House coordinator should  
actively orchestrate the multitude of U.S. government entities that can track, ex-
pose, prosecute, and otherwise counter state-sponsored disinformation. 

Such a White House coordinator should also work with private sector social 
media companies, internet service providers, and advertisers to establish volun-
tary standards for acting against state-sponsored disinformation. Such actions 
could include naming and shaming U.S. officials who spread disinformation, and 
labeling, systematically exposing, or possibly blocking malign activity originating 
with hostile intelligence services and propaganda agencies. All of that should be 
tried in earnest before any thought is given to further regulating free expression 
by real people.
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